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ABSTRACT
From cat feeders and cat flaps to robot toys, humans are deploying
increasingly autonomous systems to look after their pets. In parallel,
industry is developing the next generation of autonomous systems
to look after humans in the home – most notably robot arms that
might assist with all manner of domestic tasks. How might the
animals and humans in these spaces engage with these and with
each other? This research focuses upon the role that ‘Trust’ plays
in autonomous animal-centric robotic systems and the ways in
which we as researchers can further understand how to design, de-
velop, and evaluate such systems by taking a Responsible Research
and Innovation (RRI) approach. Understanding, designing for, and
negotiating ‘Trust’ is complex, particularly in contexts where ani-
mals, humans, and intelligent systems (including Robotics, AI, &
IoT) come together in a social context, in which bonds are created,
friendships develop, and mutual care plays a part in the interaction
and developing relationship between people and animals.
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1 INTRODUCTION
From feeders to cat flaps and robot toys, humans are deploying
increasingly autonomous systems to look after their pets. In parallel,
industry is developing the next generation of autonomous systems
to look after humans in the home – most notably robot arms that
might assist with all manner of domestic tasks relating to multi-
species interaction. Van De Linden et al. [10] note that, “increasingly
entangled daily routines lead to close multi-species households where
dog owners conceptualize technology as having a role to support them
in giving care to their dogs”, it is the notion of entanglement and
in particular multi-species entanglement that leads us to reflect
upon the design of systems in such contexts and to push beyond
human-centered approaches, and to coin a phrase think about multi-
species-centered approaches to design. It is also worth noting that
other research has examined the ways in which technologies such
as social agents are interacted with by “dog-owners and dogs” [8],
while other research has taken a multi-species-centered approach
to understand the impact of social robots in the household [9].

As point of departure we reflect upon the role that ‘Trust’ plays
in autonomous animal-centric robotic and AI systems, and the
ways in which we as a researchers can further understand how
to design, develop, and evaluate such systems by taking a multi-
species approach to Responsible Research and Innovation (RRI)
[20] and to expand upon other design practices, such as Speculative
Design to explore inter-species communication and design, as has
been explored in a recent workshop to reflect on the “Ethics and
Power Dynamics in Playful Technology for Animals” [6]. There is
much written on Trust, particularly in the Computer Supported
Cooperative Work community (CSCW), see Clarke et al’s edited
collection [3] for an introduction to the field. We feel that Trust
is timely and key area to focus our attention on, due to the rapid
technical development in the area of autonomous systems, and the
evolving intertwined nature of activities in multi-species settings
that include such autonomous technologies, such as AI and robotics,
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where trust may be seen as a feature spanning and impacting upon
the overall design, development and use of such systems.

1.1 Trust, Design & Responsibility
Trust is foundational, it shapes and forms the world that we inhabit,
our beliefs, behavior and reality. Notions of ‘trust’ are non-static and
can be highly context specific, knowing what models of trust-based
interaction to apply to a given context is not a simple task [17]; while
deploying autonomous technologies in “the wild” [2] [4] which
are effective and useful beyond the confines of the research lab is
difficult, due to the ‘specifics’ and changing nature of the setting and
context, and yet it is the real-world settings that can truly inform the
design of technologies which animals and people engage. The value
of understandings informed by the real-world practices is in their
ability to direct the overall design of a system, allowing people to
develop a deeper understanding of the practices of both animals and
humans in their natural settings, leading to a more responsible and
grounded approach to design, that respects [16] animals, and their
interactions in a day-to-day context. Understanding, designing for,
and negotiating ‘Trust’ is complex, particularly in contexts where
animals, humans, and intelligent systems (including Robotics, AI, &
IoT) come together in a social context, in which bonds are created,
friendships develop, and mutual care plays a part in the relationship
between people and animals. Systems need to be reliable, trusted,
and adaptable to work in settings that are ‘critical’ such as the
provision of food, and with this in mind we need to be aware of the
safety critical dimensions of the context and its relationship to the
way that one might develop software systems for such a setting [15].
It is key that people understand themulti-facetted dependent nature
of any systems that weaves together online services, autonomous
systems, robotics and IoT into the real world, particularly when
these are use used in such a way to enhance and support the mutual
bond that exists between animals and humans in a domestic setting.

In this setting we are responsible for looking after and caring for
animals, passing on parts of this responsibility to an autonomous
system means that we are reliant upon the said system doing its
job, whether this is opening a cat-flap, feeding or intelligent health-
based interventions – we are entrusting this role to a technical
system. Baier [1] writes, “the custody of these things that matter to
me must often be transferred to others, presumably to others I trust.
Without trust, whatmatters. . .would be unsafe”, which, in the context
of this philosophical text means that we transfer trust, we entrust,
give away control and responsibility to others we reason about
it (in our case we are interested this trust transfer to intelligent
robotic systems), without this sort of “trust” and reasoning about
potential outcomes there is a risk (things are “unsafe”) to the things
that we care about, things that matter. Negotiating this in potentia
‘risk’ is difficult when one starts to think about the subtle ways
that humans interact with companion animals, the subtle personal
nature of this interaction (we know our companion animals) and
the tacit ways that this occurs. How can we design for ‘Trust’
in this context, when even at a high-level this appears to be so
situationally dependent and how do we inform a system about
the idiosyncrasies of these interactions? This notion leads us on
to think about “what matters”, the value of “what matters” and
how we invest in decisions and reason about entrusting human

responsibility to technical systems in the context of ACI. In order
to address this, we need to start to engage with a range of issues
relating to safety, prioritisation, provenance and importance as we
start to navigate around the zoo-socio-technical landscape when
designing trustworthy autonomous systems. In such cases we need
to start to think about the reliability of a system - security, how
acceptance occurs, the visibility, intelligibility and the explainability
of a system, both in respect of ACI and HCI.

Trust and belief are foundational, forming the basis for observ-
able mutual negotiations and interaction between humans [12] and
between humans and animals [7]. In the context of this research,
we will start to unpack the ways in which humans and animals
engage with autonomous technologies, and the role of trust in these
settings. The addition of autonomous systems adds another dimen-
sion and underlying complexity to these interactions as illustrated
by the ongoing research explorations and approaches to design that
examine Trust, AI, and Autonomy in a ‘mundane’ setting [13], but
how might we approach this from an ACI perspective and what
areas of Trust might we focus upon to inform researchers, pol-
icy/lawmakers, and designers? Are there approaches that allow AI
to be trained from the perspective of an animal [5], or can we use
ethnographic and ethnomethodological approaches [18] to develop
a richer more detailed appreciation and understanding of a given
context, or could art be used as a design mechanism to engage
people with autonomous systems and ACI [19]? Even if we were
to understand issues relating to Trust how can we use our findings
to inform and generalize design in a multi-species setting?

1.2 Growing a community: Autonomous
Systems, Trust & ACI

We would like to encourage people to take part in the workshop
who might not normally conder themselves part of the ACI commu-
nity, but who have insights and understandings, and have developed
approaches that can shed light on the role of Trust in designing
autonomous systems. In order to do this, we will bring together
a range of researchers, artists, and designers to explore how we
might deal with intelligent systems in a more animal-centric way,
where the social setting and multi-species approaches to designing
technology can help us to develop ways to approach RRI and appre-
ciate issues pertaining to agency and start to develop participatory
approaches to design and how we might do this in a responsible
beneficial way. The notion of participation in design has been previ-
ously discussed in the literature [11] [14] and we will expand upon
this to further develop responsible approaches to design, partic-
ularly in the context of Trust, ACI and autonomous systems. We
are at a point where the implementation of a range of autonomous
technologies, from robotic systems in the home, to robot toys and
feeders (which we refer to earlier) and autonomous speech-based
systems which can intelligently change the voice of the system (per-
haps mimic the sound of a human or animal). It is these technologies
that are leading to the development of a range of technology-based
enrichment activities and services (as have been previous explored
in the ACI research domain see [21] http://www.zoojam.org., which
could positively impact upon a whole range of ACI contexts, but
how do we get people to engage in these debates and thee issues
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that surround them, how can we effectively design for such com-
plex contexts in the real world and can the Arts play a role in these
debates? This workshop aims to look at some of these interdisci-
plinary issues and asks people think about how we approach a
fast-approaching world, where autonomous-intelligent systems are
becoming the norm, where such systems may already be embedded
into our lives in ways that we don’t see. To encourage different
communities to take part in the workshop we are taking an innova-
tive approach and asking for submissions that may take to form of a
presentation, case study, pictorial, film, or design. Our focus is to be
as open as possible and to encourage participation and encourage
creative thinking in order that we might take a wider more holistic
perspective in the workshop. We will use social media to promote
the event as well as project mailing lists.

1.3 Activities
The workshop will be in-person hosted at the Co-Bot Maker Space,
University of Nottingham. This will give attendees the opportunity
to directly engage with the technologies that we will be discussing
in the workshop, a tour of the lab will take place at midday. This
will also allow participants the time to network and explore. The
facility includes state-of -the-art digital display technologies and
we will create an online space where online participants can engage
with the presentations at the workshop.

We will introduce the workshop, this will be followed by a
Keynote presentation by Dr Jane Tyson from RSPCA Research, this
will start the day and open the workshop creating a space where
participants can discuss ideas relating to the workshop theme, a
Miro board will allow participants to add comments throughout
the sessions.

The day will consist of two separate sessions. Session One (AM)
will consist of presented materials (it is up to the presenter how they
would like to do this), but we envisage that as in previous workshops
each person will discuss or show their work and that this will be the
catalyst for discussion and debate – after each presentation people
will be able to ask the presenter questions (in-person or online). The
presentations will be added to the webpage with a small abstract
and related materials. The environment will be supportive, and
people will be encouraged to offer constructive criticism. The last
part of Session One will consist of an introduction to a Responsible
Research and Innovation (RRI) tool (a card-set). This will be used
as a way to segue into Session Two.

Session Two (PM) will be hosted by the Cat Royale project, an
ongoing artistic exploration of cat-human-robot interaction, being
led by the artists Blast Theory as part of the UKRI Trustworthy Au-
tonomous Systems Hub. They will share our story so far, engaging
with questions of responsibility, trust and autonomy while inviting
other participants to reflect on this with a view to establishing an
agenda for future research. This session will also engage attendees
in an RRI design activity and will allow attendees to understand
and discuss the design and deployment of artist-led systems in the
wild and how to best engage people in discussions pertaining to
the future application of technologies in multi-species settings to
understand trust. We will use the Miro board to document this and
use the documentation to further discuss the project at the UKRI
Trustworthy Autonomous Systems Hub symposium in 2023. We

will end the session by inviting the participants to comment and
summarize, offering insights into the workshop.

1.4 Outputs
We envisage several outputs from the workshop, which will include
the initial development of a community with a focus on the devel-
opment and design of trustworthy autonomous systems relating to
ACI. As part of the workshop attendees will be able to engage with
the artists Blast Theory and discus their work Cat Royale, which
will be performed in 2023. As part of the workshop, we will establish
a research agenda for the development of autonomous and domes-
tic ACI systems and this will result in the creation of a network
which will consist of a community of researchers. We will identify
joint research interests and raise possible funding opportunities.
As we are developing a range of multi-disciplinary understandings
of autonomous ACI systems we will add these to our webpage in
order that other researchers can benefit from the workshop. Our
webpage is currently hosted at Designing for Trust Autonomous
Animal-Centric Robotic & AI Systems.

1.5 Call for Participation
This workshop focuses upon the role that ‘Trust’ plays in au-
tonomous animal-centric robotic systems and the ways in which
multi-disciplinary researchers can further understand how to de-
sign, develop, and evaluate such systems by taking a Responsible
Research and Innovation (RRI) approach. Understanding, design-
ing for, and negotiating ‘Trust’ is complex, particularly in contexts
where animals, humans, and intelligent systems (including Robot-
ics, AI, & IoT) come together in a social context, in which bonds are
created, friendships develop, and mutual care plays a part in the
relationship between people and animals. We would welcome sub-
missions from a range of disciplines (as mentioned, but not confined
to the themes of the workshop). These may be as presentations,
design fictions, case studies, pictorials, ethnographies, artworks,
films, and audio-based works. These will be hosted on our webpage
as an output of the ‘in person’ workshop. This will act as a catalyst
to start discussion.
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