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As technology advances, concerns about the safety and security of our systems increase amid ever-emerging
threats. Cyber security is big business. Our personal devices require constant updating against vulnerabilities.
How, therefore, do we protect our autonomous systems (AS)? How can we ensure they remain secure,
especially when we are not directly involved in their operation? How do we create systems can properly assess
the risks they face in different environments and respond appropriately to any issues?

For any system, security is about providing assurance that it will maintain an acceptable level of service despite
any issues that might arise during operation. This is challenging enough with any technology, but with
autonomous systems it is even more complex. They carry out multiple actions at once - decision-making, control,
coordination and navigation - plus they operate in unpredictable environments using AI technology, which makes
this is even harder.

These complex issues are among those being addressed by the UKRI Trustworthy Autonomous Systems (TAS)
Programme – a £33m multi-disciplinary research programme funded as part of the Strategic Priorities Fund.
Security is the focus of one of the six TAS Nodes – separate research projects examining individual aspects of
trust in autonomous systems – and was the topic of one of a series of multi-disciplinary TAS workshops.

Complexities and AS Security

When it comes to security, what does it mean for our autonomous systems to be safe and secure? The answer
is complex, nuanced and multi-dimensional - particularly when we factor in users, environmental variabilities and
social impacts.

A good place to start is with specification: strict, specific parameters that determine the way a machine operates,
reacts and learns. However, this is actually one of the hardest areas for TAS researchers to address, as Hamid
Asgari from Thales UK explains: “Specification is the foundation of everything. Who is going to provide the
specification? We need to verify the behaviour of the system based on the specification, to see whether it meets
requirements or not.”

In effect, we are looking for a very structured security framework within a very unstructured environment. This is
enormously challenging. Autonomous systems need to operate in a predictable manner, but they operate largely
in environments where there is much uncertainty. We have to make assumptions about the threats and
situations they might encounter and the behaviour they might display. We still have a great deal to learn in this
area, with much of our existing knowledge being purely theoretical and based on simulations.

There are also issues with adapting the security protocols in existing technology to include autonomous systems.
Many commercial organisations, for example, use information and control panels already in existence and may
only be able to cope with some of the security requirements that an autonomous system demands. Professor
Weisi Guo from Cranfield University says this poses real challenges: “Many commercial systems were not
necessarily designed for AS. We are trying to come up with the correct requirements for autonomous systems -
designing the right security protocols and new metrics which these systems will rely on.”

The TAS Programme has been examining the various security challenges in three key areas: usage, operations,
users. Each area comprises ‘onion-style’ layers, which include security threats within the autonomous system
itself, the AS in operation, human ‘user’ influences and the wider world. Research is underway into how threats
can run across different layers and how this impacts the way that systems adapt and learn.
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The human factor
A particular area of study for the TAS Programme is examining the human and societal impacts on our autonomous
systems - the social-technical aspects. How do we secure AS from new threats if they rely on human interaction? What
are the ethical, legal and social implications (ELSI)?

TAS researchers are working in partnership with stakeholder organisations to co-design methods of developing
awareness of the socio-technical aspects of AS security and exploring multiple ways of measuring how humans adapt
to issues that arise. Co-design is central to equipping individuals, the industry and designers with tools that they can
use at different points in the decision-making process. The outcomes of this work will form a toolkit for those who
design, build, own and deploy autonomous systems.

Social acceptance of autonomous systems is also important to ensure wide adoption across society and industry. As
users, what do we expect from our technology? Professor Jose Such from King’s College London says it is important to
understand what users need and think: “These AS are not in a vacuum. They will be interacting with people, and we
are interested in understanding not only how people engage with, but also perceive these systems, and how you may
influence this perception.”

Work is being done to gather information in this area. Crowdsourcing has been used, for example, in relation to
information flows and contexts within the smart home personal assistants AS ecosystem. However, information is still
sparse and there are many gaps to be filled. Ethical and social aspects of AS security are commonly a secondary
consideration in commercial environments, with functional and traditional security considerations often taking
precedence. The challenge is how to motivate the industry to be more open and to prioritise security.

A positive example of work currently being undertaken in this field is in the design of road infrastructure. The University
of Lancaster is collaborating with Highways England on an ongoing project about autonomous vehicles (AVs) and
traditional road users. They are looking at how to embed ethical, legal and social considerations into a new AS co-
design process. The goal is ultimately to enable driverless cars to exchange information with the infrastructure safely
and securely, to improve on-board decision-making.



4

Wearables Predictive Analytics AI Drones IoT

Academic Marketing Industrial Government

Technology Medical Military

Advertising 
and 

Business

Media Government 
and 

Politics

Cities Disaster Risk 
Management

Healthcare 
and 

Wellbeing

Transport
and 

Leisure

DATAFICATION

Cross sector e-society data science and AI/AS processing motivating the ELSI approach  
(from Buscher et al., 2018)

Incorporating arts and culture 
The fields of arts and culture and security of autonomous systems seem, at first glance, to be worlds apart. In reality, 
however, there is a surprising amount of synergy, which is proving extremely helpful in the area of communication. 

One of the challenges for the technology sector is ensuring a wide understanding of security issues among non-
technical users. Using visuals and standardised, natural language to communicate this to a wider audience can be 
very effective. It is not enough to tell users what an autonomous system does and how they should interact with it. 
They need to be shown this in a way that is visually and linguistically understandable. 

King’s College London have been using film and arts to communicate with non-expert users. This example 
demonstrates how they used Nicolas Cage films to highlight technology in action and the threats that users face.
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IMPACTS OF SECURITY IN 
THE REAL WORLD

TAS researchers have been focusing on the security of
autonomous systems in two main areas: uncrewed and
crewed airspace integration; and autonomous vehicles
and trust among human users.

One case study they are involved with is a Heathrow
Airport-led Innovate UK project, entitled Fly2Plan. The
14 partner, 15 month-long project is costing £4.6 million
and aims to develop a new information-sharing model
for crewed and uncrewed aerial vehicles (UAVs).

The project includes exploring secure systems using AI
and other data sharing technologies for shared air and
land space, air traffic management, and flight and UAV
operations - including deliveries, transport, emergency
response and maintenance. A secure cloud
infrastructure is being adopted to replace legacy
analogue systems, and more digital data and voice
communication systems are being incorporated into air
traffic management.

The end goal is to increase operational resilience and
safety in UK airspace while reducing costs.

London Heathrow Air Traffic Control tower at night with, 
computer systems and human operators

Autonomous systems 
working alone

The importance of security in technology is even further amplified when humans are taken out of the loop. There is
much research taking place into autonomous systems working in collaboration with their peers.

Thales are looking into various applications of multi-asset cooperative AS ‘squads’, in particular how to assess
complex, real-word situations across a variety of sectors including transport, maritime, UAVs, defence and civil
aviation. Researchers are looking at new approaches to identifying and analysing mission requirements in complex
situations.

An example of this in marine research, where a seabed survey is taking place: an Unmanned Surface Vehicle (USV)
in a shipping channel is deploying a small underwater robot (UUV), safely maintaining station and communications
with a drone (UAV), before recovering the UUV.

The goal is to design robust Integrated Mission Management Systems that can supervise large squads of different
autonomous systems that are working in collaboration.
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system (from Dghaym et al., 2021)

However, such situations do throw up a number of questions surrounding security. How do we monitor the
autonomous systems during operations and how do we predict what they’re doing if they go ‘off- grid’? If
threats or attacks occur, how do we maintain safety of both the systems and their environment?

TAS researchers have been developing models to better understand the security required, including scenarios
around how critical machine-learning processes can get compromised. What happens if the learning process
breaks down or the decision-making process for control, coordination, navigation and communication stops
working? A robust security protocol for peer-to-peer machine learning is currently being worked on, able to
tune itself to the type of data it is getting in that environment. Early results are very promising.
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FUTURE THREATS AND 
AS DEVELOPMENT

With the challenges we face and the limited data
available regarding security, how do we envisage the
future? What is realistic for us? Can we really develop
autonomous systems that can cope with any threat or
situation, then react in the appropriate way? Do we see
a future involving secure squads of autonomous
vehicles that can operate without human intervention
and deal with problems if they arise?

It is fair to say, we are on a journey.

According to some researchers, the future of AS
security depends on the way we approach it. Professor
Neeraj Suri from the University of Lancaster explains:
“We need to change the paradigm. We intuitively think
in terms of safety or security by design. Brittle security
- wonderful if it holds, but terrible if it is compromised.”

The social, ethical and legal elements are also part of
the journey. According to Professor Corinne May-
Chahal from the University of Lancaster: “I think it is
critical that we learn how to design-in ethics into AS.
This will be critical for the development of AS. It's not
just about AS- but about the functioning of AS in our
everyday lives.”

There are questions too about future-proofing our
systems. Can security ever keep up with the speed of
innovation and usage? Professor Weisi Guo says this
is extremely difficult: “Typically, you have a design life
and then an operational life. This can be quite long. We
don't know what will change in the next 10-20 years, so
how do we design security for AS for the future?”

The journey continues, and we, the users of
technology, are an important part of it. Often the push
for autonomy comes from industry, but we may not be
convinced that we need it or trust it. How do we reach
a reasonable level of trust on these systems? We
often have concerns around privacy and transparency.
In order to move forward in a constructive way, it is
important to inform and engage with the public about
what we want and what we will accept. We need to be
taken on the journey, and not simply observe as a
bystander.

More engagement is needed with industry and the
regulators too, to understand specific requirements and
needs. Professor Luca Vigano from King’s College
London explains: “Security has always been an add-
on. Security by design is stated but not happening.
People are realising that this is important, but we are
still not seeing enterprise catching up with this.”

It is very clear that more work is needed. Technology is
fast-moving; the ideas, visions and challenges for
autonomous systems are multi-disciplinary and
security is an ever-evolving field. What we do know for
certain is that more teams and networks like the TAS
Programme are much needed, in order for us to be
able to create secure, integrated systems in the future.
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About the Trustworthy Autonomous Systems (TAS) Hub

The TAS Hub sits at the centre of the £33M Trustworthy Autonomous Systems Programme, funded by 
the UKRI Strategic Priorities Fund. Its role is to coordinate and work with six research nodes to establish a 
collaborative platform for the UK to enable the development of socially beneficial autonomous systems that are 
both trustworthy in principle and trusted in practice by individuals, society and government. For more 
information, please visit the website: https://www.tas.ac.uk/.
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